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THE PLAN
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In these slides we will briefly lay out the main details 
of how the course works, and give you some tips on 
how to make effective use of what we offer.


This is just the high level picture, so make sure to also 
read the Canvas page to get a complete picture.

PART ONE: COURSE DETAILS
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YOUR GRADE
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assignments exam

Minimum average grade 5.5

- 4 Assignments, 10 pts each

- 2 individual, 2 in groups of three

- Coding and math. Building NNs 

from scratch.


Minimum grade 5.5

- 40 MC questions, 1 point each

- pen and paper

- Closed-book

- Hand-written cheat sheet allowed.

Let’s start with your grade and work backwards from 
there. 


Your final grade consists of two parts: the assignments 
and the exam. You get one grade for each, both of 
which should be at least 5.5. If either is lower than a 
5.5, you fail the course. If they are both 5.5 or higher, 
you pass, and your final grade is the average of these 
two.

assignment 1: build a neural network from scratch and in numpy.

assignment 2: Implement autograd, get started with pytorch.

assignment 3: Implement an LSTM or a CNN in pytorch.

assignment 4: Implement a GCN or a VAE in pytorch.


• 10 per assignment. 21 points = 5.5, 40 points = 10

• roughly 2 weeks per assignment

• 1 & 2 individual, 3 & 4 groups of three people

• Deliverable: PDF of answers, made in LaTeX (template available).

ASSIGNMENTS
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The idea of the assignments is that you start by 
learning how to build a neural network from scratch, 
without using any libraries. Then whenever you learn 
to do something yourself, you are allowed to use a 
library to make your life a little easier.


There are four assignments, each worth 10 points, for 
a total of 40 points. Getting 21 points corresponds to a 
5.5, so you that’s the minimum you need to get. The 
assignments are designed to take about 2 weeks to 
finish. Note however, that this differs a lot per student, 
especially for the first assignment, so you should start 
early, to find out if you may need a little more time.


The deliverable is just a PDF of your answers. You may 
include snippets of your code in the PDF, but you don’t 
hand in your codebase. You are required to follow a 

Here is part of the first assignment. As you can see, it 
takes the form of a (slightly lengthy) document. You 
read through it and answer in detail any questions you 
come across. You do this in a document, which you 
turn into a PDF. You can add extras to the document, in 
the appendix, but it’s not guaranteed that we will look 
at them. If you want us to see what you did, put it in 
the answer to a question.


You will occasionally find starred questions. These are 
questions that we expect to be challenging and that 
are not about core learning goals. If you are in a rush 
to meet the deadline, you can skip these, and still get a 
passing grade if you get the rest correct. Note, 
however, that these are not bonus questions. You 
need to answer all of them if you want full marks.


One approach would be to answer all non-starred 
questions first, and then making a second pass to see 
how many of the starred ones you can answer. Note 
that it’s perfectly fine to hand in a partially complete 
assignment. In the end you only need 5.25 points per 
assignment to pass.


Handing in late costs you 2 points per day, so if you 
mistimed things and the assignment isn’t finished by 
the deadline, it’s usually best to just hand in a partial 
assignment.




Start in the second week


Help with the assignments from TAs


Self sign-up through Canvas.


Two online options, the rest in-person.


Start early, show up with questions ready.


PRACTICALS: THURSDAY OR FRIDAY
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The practicals are on Thursday or Friday. You can find 
the schedule on Canvas (under Pages > Practicals) and 
you can sign up to a group of your choice (under 
People > Practicals). There are no practicals in the first 
week, to allow you to focus on theory. We do, 
however, strongly recommend that you start on the 
assignment today, so you can get a sense of whether 
you are likely to struggle with it.


You don’t have to have finished the assignment before 
the practical, but you should have started. Make sure 
to show up to the practical with questions ready, or at 
least knowing which parts of the assignment you have 
difficulty with.

• 40 multiple choice questions, one point each.

• Main focus: the lectures


• possible: reading material, the assignments.

• Mostly recall and combination questions.

• Practice exam is available.

• Pass mark is set after the exam, will be between 20 and 25.

• Cheat sheet is allowed.

THE EXAM
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The main focus of the exam will be the lectures. You 
should concentrate on those if you want to pass. 
However, if you want to be sure that you won’t miss 
anything, you should also read the reading material.


The nature of the questions will be recall, 
remembering what you read in the slides, and 
combination, reasoning about what you read in the 
slides. There will not be much heavy math or 
algorithmic detail, but there may be a small amount. 
The practice exam, available on Canvas, should be a 
good indicator.


The number of points required to pass the exam (i.e. 
the number of points corresponding to a 5.5) will be 
determined after the exam. This allows us to correct 
for any questions that were too difficult, or that 
contained mistakes. It will not be lower than 20 and it 
will not be higher than 25.


Note that with a multiple choice exam, we must 
include a correction for random guessing, so that 10 
points (the expected score under random guessing) 
should correspond roughly to the lowest possible grade 
(a 1).


You are allowed to make a cheat sheet for yourself. 
This is a single sheet of A4 paper, on which you may 
write whatever you like, using both sides, so long as it 
is written by hand. 


• Prerecorded 

• Annotated slides

• You can either watch the videos or read the annotations.

• In-person: recap, Q&A session.


• These are not hybrid, not recorded.

• We won’t cover everything in the live sessions. You need to also read/

watch the online material.

LECTURES (aka QA SESSIONS)
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The main teaching form will be the lectures. There are 
about 12 of these. Each lecture consists primarily of 
online material, in the form of a set of annotated slides 
and a series of pre-recorded videos. These will cover 
all the material.


The annotations and the videos may differ slightly as 
we update the material. The rule is that you can either 
watch the video or read the annotations. Or put 
differently we won’t ask something on the exam that 
only appeared in a video or that only appeared in an 
annotation. 


Using both the annotations and videos is 
recommended, of course, but you don’t have to 
meticulously make sure you’ve covered both 
extensively.




New coordinator, Shujian.


New topics:

• Diffusion models

• Explainability

• Generalization


Fully annotated slides for all lectures (hopefully, bear with us)

WHAT’S NEW THIS YEAR?
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Finally, if you’ve done the course before, you may 
notice some changes. 


First, We have a new coordinator and lecturer this 
year, Shujian.


We usually split the coordination duties between the 
three lecturers, but Shujian is the official person 
responsible for the course, and the person you should 
contact with any problems.


Second, we took this opportunity to review some of 
the material and change some of the lectures. This will 
be primarily in the second half. The changes in the first 
half are minimal. We are introducing some new topics 
as well, to keep up with the fast-moving field of deep 
learning.


Third, we are committed this year to provide fully 
annotated slides for all lectures, so that you can read 
the material as well as watching the videos. We will 
offer these annotations in HTML on our website, 
together with the videos. This is a labor-intensive 
process, so please bear with us while we get 
everything ready. We’ll do our best to have each 
lecture prepared and online before its corresponding 
QA session.


PART TWO: TIPS AND TRICKS

To finish up, here are some things to keep in mind as 
you start on this course.


|section-nv|Tips and tricks|

You will need

- Probability theory

- Calculus (derivatives only)

- Linear algebra


And you will need to be comfortable with them.

MATH
First, mathematics. Deep Learning is a mathematical 
field, and you need a solid basis to understand the 
details. I you don’t have that basis, it’s fine, but you 
should commit to catching up, not only to understand 
the mathematics, but to get properly comfortable with 
them. The only way to do this is through deliberate 
practice. If you feel you’re behind on your math, you’ll 
need make time for this kind of practice outside of the 
time required for the course.


The good news is that the preliminaries are pretty 
limited and well-defined. You can understand the vast 
majority of deep learning research with only a sound 
understanding of probability, partial derivatives and 
linear algebra.




MLVU.GITHUB.IO

mlvu.github.io is the website for our BSc machine 
learning course. If you feel like you may not have the 
required background for Deep Learning, this is a good 
place to brush up. In particular, have a look at the 
preliminaries lecture: it should help you to check if you 
have a decent grasp on the required mathematics.

ON ASSIGNMENT 1
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The first assignment is standard fare for a deep 
learning course. So standard in fact, that ChatGPT (or 
even plain old Google) can do it for you in five minutes 
flat. We know this, and we can’t stop you. The 
important thing to realize is that assignment 2 and the 
ones that follow it aren’t standard. For most of them, 
GPT isn’t going to be able to do the hard work for you. 
And if you don’t put the work into assignment 1, you 
won’t understand assignment 2. 


So, in short, if you use ChatGPT for assignment 1, you 
will only be shooting yourself in the foot. Building a 
neural network from scratch, by yourself is a 
fundamental foundation that we are going to build on 
in the rest of the course. It’s also something that every 
Deep Learning practitiner has done at least once, so 
you shouldn’t deny yourself the experience. If you do, 
then the rest of the material simply won’t make sense 
and you will lack crucial experience that people will 
expect you to have, based on your diploma.


Assignment 1 can be a tough exercise with lots of 
debugging and headscratching, so please start early, 
and give yourself time to struggle with it for while. It 
may be unpleasant, but it’s an important learning 
experience.

So …

• start early (today), budget for 2 weeks per assignment.

• work on assignment 3 and 4 in parallel.

WARNING: DEADLINES
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The deadlines for the assignments have a slightly 
irregular pattern. This is because the early assignments 
often take a little time to debug. Neural networks are 
fickle things to program, and you learn a lot by 
wrestling with one that doesn’t work. This isn’t the 
most fun part of the process, but it is very instructive. 


To allow you to go through this process without having 
to rush things, we have shifted the deadlines back by 
one week. Each assignment is designed to take two 
weeks, but you only have to hand in the first 
assignment after three weeks. Ideally, you will finish 
assignment 1 in two weeks, but if you run into a 
particularly knotty problem, you can take an extra 
week.


Hopefully, the extra time you take on the early 

http://mlvu.github.io


exercises will make the later exercises easier.


The downside of this pattern is that we can only put 
one week in between the deadline of assignment 3 
and that of assignment 4. This doesn’t mean that 
assignment 4 is easy, or that you can do it in one week. 
You should still try to spend about 2 weeks on each 
assignment. 


Assignments 3 and 4 are done in groups, so that should 
allow a little more opportunity for working on both 
assignments in parallel. 


GETTING IN TOUCH
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Finally, if you have any further questions, you are free 
to get in touch with us about anything you like. We 
love to hear from you, but we do ask that you read the 
whole syllabus first. That is, the page you find under 
“Home” on Canvas. Read that from top to bottom, 
note the FAQ, and then ask anything you like.


Then, note that if your question is of general use, you 
should ask it on the Discussion board. You will get a 
quicker and more thorough reply there than over 
email.


Finally, do not use the Canvas messaging system to 
get in touch with us. Use email. If you use the canvas 
messaging system you will not get a reply (or at best a 
reply asking to email us).


It’s unfortunate that this is offered so prominently, and 
you are forgiven for thinking that this is the way to get 
in touch with a teacher, but the messaging system is 
worse than useless. It offers no useful way to maintain 
a messaging history, so we really need to avoid using it 
if we are going to manage hundreds of students.

HAPPY LEARNING!
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